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Abstract

Fine chemicals are an important group of products consisting of pharmaceuticals, agrochemicals, dyes, photographic chemicals and
intermediates of all these groups as well as chemicals for the textile industry. They are typically high value-added products. The processes
for manufacturing these products are mostly batch and semibatch processes. The development of kinetic models for complex chemical
reactions occurring in the fine chemical processes and including these models into batch and semibatch reactor models for scale-up are
presented in this paper. A methodological approach to the modelling of these complex systems and the estimation of model parameters is
proposed. The methodologies were applied to two case studies: reductiveN-alkylation of an aromatic amine with homogeneous reactions
and a heterogeneously catalysed reactions and Claisen condensation as organic liquid–solid reaction.
© 2002 Elsevier Science B.V. All rights reserved.

Keywords:Process development; Dynamic models; Kinetics; Reductive alkylation; Claisen condensation

1. Introduction

Fine chemicals form a large portfolio of products consist-
ing of pharmaceuticals and their intermediates, agrochem-
icals, agrochemical intermediates, dyestuffs and dyestuff
intermediates, photographic chemicals and their intermedi-
ates as well as chemicals for the textile industry, etc. The
processes for manufacturing these products are mostly batch
or semibatch processes. In today’s competitive environment,
one of the key issues for fine chemical companies is to reach
the market with new products as quickly as possible to guar-
antee a competitive edge over the other players in the field.
This means that the whole chain from the idea via R&D
activity to the commercialisation and marketing has to form
a fluent workflow to meet the project targets according to
the pre-determined timescale. The tasks in the process de-
velopment are executed more or less in parallel in different
parts of the development organisation and efficient informa-
tion generation and exchange and technology transfer are
of the greatest importance. A typical interrelated workflow
and the tasks involved for the development of fine chem-
ical manufacturing processes is schematically presented
in Fig. 1.

∗ Corresponding author. Tel.:+358-21-265-4427;
fax: +358-21-215-4479.
E-mail address:tapio.salmi@abo.fi (T. Salmi).

1.1. Conceptual chemical phase

The main activities in the conceptual chemical phase
are the identification of different chemical routes and the
generation of alternative chemical synthesis pathways and
process schemes. Relevant routes are evaluated experi-
mentally and preliminary cost estimations are performed
to select the best alternative for further development as to
production capacity, product quality, safety and feasibility.
Statistical experimental designcombined withempiricalor
simple mechanistic modelsare used as tools to study the
reactions in order to select proper reaction conditions (pres-
sure, temperature, concentration), solvents, catalysts and to
optimise selectivity and yields.

1.2. Conceptual process development phase

In this development phase, which is iteratively linked to
the chemical development phase, the process concept for the
selected chemical route is evaluated,mass balances, prelim-
inary energy balancesand basic recipesare generated for
the process.Block diagramsand preliminaryflowsheetsare
produced and the process is implemented to the existing pro-
duction facility or a new production line is designed. In this
procedure,short-cut models for the reactions and separa-
tionsare used. The physical properties for pure compounds
and mixtures are acquired from literature and data banks
or they are estimated with appropriate physical property
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Nomenclature

a shape factor or interfacial area-to-volume
A mass transfer area or cross-section
c concentration
D diffusion or dispersion coefficient
k rate constant
kG gas phase mass transfer coefficient
kL liquid phase mass transfer coefficient
K equilibrium constant
K ′,K ′′,
K ′′′ lumped parameters
l length coordinate
L length
m mass
M molar mass
n molar amount of substance
np number of particles
ṅ molar flow
N flux
P parameter vector
Q objective function
ri generation/consumption rate

of compound (i)
r′ particle radius
R initial radius of particle, reaction rate
s shape factor
t time
V volume
V̇ volumetric flow rate
w weight fraction
wG, wL gas and liquid superficial velocities
y state(concentration variable), dimensionless

particle radius

Greek letters
α experimental coefficient, adjustable

parameter
ε hold-up, void fraction
η catalyst effectiveness factor
θ fractional coverage
ν stoichiometric coefficient
ρ density
ω weight factor

Subscripts and superscripts
B bulk
G gas phase
i component index
j reaction index
L liquid phase
p particle
S solid phase
0 inlet or initial condition
∗ saturated state

estimation methods. This phase also involves an introduc-
tory safety evaluationof the process. A preliminaryschedul-
ing of the operation steps is performed andGantt chartsare
generated to characterise interrelated time-dependent oper-
ations and to identify process’s bottlenecks. The production
capacity is calculated and basic cost estimation is performed
to obtain the feasibility of the process. This is the major de-
cision point in the continuation of the development of the
process.

1.3. Chemical development phase, process development
phase and process engineering phase

The chemical development, process development and
process engineering phases proceed both consecutively and
parallel. In the unit process and equipment levels, the re-
actions and separations of the process are studied more
thoroughly in laboratory and bench-scale by chemists.
Reaction enthalpies are estimated or measured with reac-
tion calorimetry. The thermal stabilities of raw materials,
products and other process streams, especially distillation
residues are determined.Dynamic mechanistic reactor mod-
els and dynamic separation models (i.e. batch distillation
models) are developed for scale-up in co-operation with
chemists and chemical engineers.Kinetic modelsare derived
or extracted from existingmodel library. Mass- and heat
balancesfor the reactor configurations are generated and
reaction kinetics is included in the models.Mass and heat
transfer correlationsare introduced into the reactor models
as needed. Systematicexperimental planningis utilised in
experimentation to improve the identifiability of thekinetic
and transfer parameters. Consistent physical propertiesfor
pure components and component mixtures are used through-
out the chemistry and process development cycle. From the
modelling point of view, pilot-plant experiments are carried
out only when it is necessary to get more confidence for
scale-up and to improve andvalidate models. A typical rea-
son for piloting is to obtain representative product samples
in order to promote marketing. Dynamicmass and energy
balancesof the whole process and single process units are
scaled-up to designed plant capacity. Productionrecipesare
updated andschedulingof the operation steps and equip-
ment utilisation within operation steps are carried out.Con-
trol systems are implemented into dynamic reactor models.
Controllability studies are performed and measures to avoid
runaway situations are implemented. The whole safety
health environment (SHE) area of the process is evaluated.

1.4. Commissioning and start-up phase

In the commissioning and start-up phase, dynamic models
are used in the plant for the operator training and to assist
the decision making in what/if situations (malfunctioning of
feeding system causing improper reactant ratios, overdosing
active reactant, reduced heat and/or mass transfer, collapsing
of mixing or cooling system, etc.).
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Fig. 1. Workflow and tasks for the development of a fine chemical manufacturing process.

1.5. Validation and optimisation phase

In the validation and optimisation phase, models are vali-
dated using relevant plant data. Information is fedback to the
R&D function to refine the models and improve the process
for future production campaigns. Single operation steps and
process units are optimised after validation and the optimal
conditions are linked to overall process and plant optimisa-
tion. Evolutionary process improvements should be carried
out through the whole life cycle of the process.

In the presented process development work flow, this con-
tribution is focused on the methodologies in the develop-
ment of dynamic mechanistic kinetic and reactor models,
on the methods for generating reliable and consistent data
for modelling purposes and on the tasks required in the esti-
mation of parameters for those models. The procedures and
modular tools for dynamic modelling are presented inFig. 2.
The application of procedures is illustrated with two case
studies: reductiveN-alkylation of an aromatic amine and a
Claisen condensation reaction.

2. Process models

2.1. Principles for the development of kinetic models

The reactions in the fine chemicals manufacturing are
often very complex involving consecutive and parallel re-
action steps, which take place simultaneously. This leads
as such to complex and very detailed kinetic rate equa-

tions with numerous adjustable parameters, which are
often correlated and difficult to identify accurately. In ad-
dition, many of the short-lived chemical intermediates are
not detectable by chemical analysis and thus no informa-
tion of their real concentrations in the reaction medium is
available.

A practical method of simplifying the kinetic equations
for reaction systems with slow and fast reactions is to ap-
ply thequasi-steady-stateapproximation, i.e. to assume the
intermediates to be very reactive and thus their generation
rates to be approximately zero:ri = ∑n

j=1νijRj = 0 [1,2].
This approach enables the elimination of the concentrations
of the intermediates from the generation rate equations of
other components and the reduction of the number of ad-
justable parameters in the kinetic equations.

An alternative method for simplifying the kinetic equa-
tion is to apply thequasi-equilibriumapproximation for fast
reactions or adsorption and desorption processes of reactive
species at the catalyst surface. This treatment implies that the
ratio of the forward and backward reaction rates is almost
equal to 1:Rj+/Rj− = 1 for the fast reactions. The equilib-
rium ratio is introduced into the rate equations of the slow
reaction steps enabling the elimination of non-detectable
components, model simplification and reduction of the num-
ber of parameters by lumping them into single entities. In
fact, the quasi-equilibrium hypothesis is a special case of
the quasi-steady-state hypothesis: the rate equations corre-
sponding to the quasi-equilibrium case can be obtained from
the quasi-steady-state equations by giving large values to the
rate constants of the fast steps.
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Fig. 2. Procedures and tools for dynamic modelling.

2.2. Principles for the development of reactor models

The reactors used in the manufacturing of organic fine
chemicals are mostly multipurpose semibatch and batch
reactors equipped with necessary auxiliary equipment for
mixing, heating and cooling as well as for distillation or
evaporation of solvents or light reaction products. The re-
actions typically take place in the liquid phase, and only
very seldomly gas phase reactions occur in these kind of

systems. In this section, we summarise the reactor models
considering true mass balances only.

2.2.1. Liquid phase
The following fundamental assumptions are made in de-

riving the balance equations for the liquid phase:

• Plug flow and axial dispersion or complete backmixing
prevail in gas and liquid phases.
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• No reactions take place in the gas phase.
• The reactions proceed in the liquid phase and/or solid

phase.

dcLi

dt
= −d(cLiwL)

dl
+ DL

d2cLi

dl2
+ NSLiaSL

εL

+ NGLiaGL

εL
+ ri (1)

Typically wL is approximately constant, i.e.

d(cLiwL)

dl
= wL

dcLi

dl
(2)

Some special cases of interest are listed below:

(a) Non-volatile component:NGLi = 0.
(b) No homogeneous reactions in liquid phase:ri = 0.
(c) No heterogeneous reaction:NSLi = 0.
(d) No axial dispersion:DL = 0.
(e) High degree of dispersion; complete backmixing:

d2cLi/dl2 = 0, d(cLiwL)/dl is replaced by(c0Liw0L −
cLiwL)/L, which is equal to(c0Li V̇0L − cLi V̇L)/V .

(f) No flow, infinite dispersion (or perfect mixing):
d2cLi/dl2 = 0 andwL = 0.

2.2.2. Gas phase
Analogously, the balance equation for the gas phase takes

the form

dcGi

dt
= ∓d(cGiwG)

dl
+ DG

d2cGi

dl2
+ NGLiaGL

εG
(3)

where (−) denotes co-current and (+) is for counter-current
flow.

Special cases of interest are:

(a) Non-volatile component, the balance is omitted (cGi =
0), (NGLi = 0).

(b) No axial dispersion:DG = 0.
(c) High degree of dispersion; complete backmixing:

d2cGi/dl2 = 0, d(cGiwG)/dl is replaced by(cGiwG −
c0Giw0G)/L, which is equal to(c0GiV̇0G − cGiV̇G)/V .

2.2.3. Interfacial fluxes

2.2.3.1. Gas–liquid interface:NGLi . In the case of non-re-
active films, the mass transfer is determined by the diffusiv-
ities in the gas and liquid phases. Two principal approaches
can be used: complete Maxwell–Stefan model and Fick’s
law with interfacial diffusion. Use of the simple two-film
theory for gas and liquid phases with Fick’s law gives for
the gas–liquid interfacial flux:

NGLi = (cGi/K
′
i ) − cLi

(1/kGiK
′
i ) + (1/kLa)

(4)

2.2.3.2. Solid–liquid interface:NSLi. The interfacial flux
NSLi is expressed with: the diffusion through the liquid film

surrounding the solid particle and the diffusion in/and out
from the solid particle (in case of catalytic reactions).

2.2.4. Solid–liquid reaction
For solid–liquid reactions, the interfacial flux is directly

related to the reaction rate:

NSLiAp = kLi (c
S
Li − cLi )Ap ∝ riAp (5)

whereri = ri(c
S
Li ) calculated with surface conditions and

Ap is the outer surface of the particle. A complete wetting of
the solid is presumed here. In case thatkLi is high,cLi ≈ cS

Li ,
a direct relation is obtained between the balances of solid
and liquid components.

2.2.5. Catalytic reactions
For catalytic reactions, the flux at the outer surface of the

catalyst is given by

NSLiAp = kLi (c
S
Li − cLi )Ap = −

(
Dei

dcLi

dr

)
r=R

Ap (6)

whereDei is the effective diffusion coefficient of a species
(i) in the catalyst particle andr the coordinate of the catalyst
particle.

The gradient(Dei (dcLi/dr))r=R is obtained from the so-
lution of the mass balance in the catalyst particle:

dcLi

dt
= ε−1

p

(
Dei

d((dcLi/dr)rs)

rs dr
+ riρP

)
= 0 (7)

wheres is a shape factor:s = 2 for spheres,s = 1 for long
cylinders,s = 0 for slabs.

The effectiveness factorηei is defined as

ηei ri (c
S
Li )�mcat=NiAp, which givesNiaSL

= ηei ri (c
S
Li )ρB, ρB = mcat

VR
(8)

If the diffusional resistance is negligible inside the particle,
the effectiveness factor equals 1 andNiaSL is replaced by
riρB in the balance equations of the liquid phase compo-
nents. A complete wetting of the catalyst surface was pre-
sumed in the previous discussion and no deactivation of the
catalyst was taken into account.

3. Experimental methodology

3.1. Experimental planning from a practical point of view

The economical objective in the manufacture of fine
chemicals is to maximise the volume yield per time unit of
the desired product with a maximum selectivity and to min-
imise the use of raw materials and utilities. The proposed
reactor model is the basis for the experimental design. The
reactor model based on kinetics gives guidelines, which
phenomena have to be studied experimentally to identify
the necessary parameters in the equations in such a way that
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the fit of the model and the identifiability of the parameters
is good enough for the utilisation purposes of the model
during the lifecycle of the process.

The first task in the design of experiments for a reaction
system is to define the feasible area of the experimental do-
main, that is typically constrained by temperature, pressure,
concentrations, solubilities, slurry density, mixing effects,
kinetic rates, mass transfer rates, reaction enthalpies, heat
transfer rates and the thermal stability of the species in
the reaction medium. The preferable procedure is to try to
separate the reaction kinetics from transfer phenomena and
to carry out kinetic experiments under mass transfer-free
conditions to measure the real chemical kinetics and not the
apparent mass transfer-limited pseudo-kinetics. This implies
in practice that the experiments are carried out at lower tem-
peratures and at lower catalyst loadings with small catalyst
particle sizes under efficient mixing to ensure that the rate
reflects intrinsic reaction kinetics being slower than the slow-
est mass transfer phenomenon (dissolution rate, gas–liquid-
or liquid–solid-transfer rate or intraparticle transfer rates).

Fig. 3. Typical experimental reactor equipped with PC-based data acquisition and control systems.

The concentrations of the reactive components are varied
within the range of the future industrial process. For semi-
batch operation, the feed rate of the reactant should be
faster than its consumption rate in the reaction to guarantee
that the availability of the reactant feed does not become
rate limiting. The feed rate should, however, be constrained
to minimise the concentration and temperature gradients in
the close proximity of the feed point under the prevailing
mixing conditions not to have negative local effects on the
reaction selectivity. The measurements of reaction rates
are in practice carried out preferably as at least at three
temperature levels in order to define the pre-exponential
kinetic parameters and the activation energies reliably in
the Arrhenius’ type rate-temperature dependence equation.

The experimental conditions which define the mass trans-
fer parameters in the rate equations are designed in such a
way that the kinetic rate of the slowest significant chemical
reaction is faster than the fastest mass transfer rate in the sys-
tem. In case of coupled kinetic and mass transfer phenom-
ena, it is necessary to assume, which one is the rate-limiting
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step and design the experiments accordingly. When the ki-
netic parameters are available, they are implemented as fixed
parameters in the overall model and only the mass transfer
parameters are estimated in this case. Often the mass transfer
rate is determined ‘off-line’ by the so-called mock-up experi-
ments utilising, for example, the physical absorption method.
The obtained parameters for the used mass transfer correla-
tion are then introduced into the overall reactor model. The
mass transfer rates may be so fast that the transfer rate equa-
tions can be substituted with equilibrium equations in the
model, which simplifies the treatment of the kinetic data. The
experimental work then reduces to separate measurements of
solubility equilibria of the species in the reaction mixture at
different temperature–pressure–concentration combinations.

In fitting the model to the experimental data, the obtained
accuracy of fit and the identifiability of the parameters gives
feedback, i.e. what complementary experiments have to be
carried out and which experimental domains improve the fit
and which assumptions used in the derivation of the model
should be refined to better describe the behaviour of the
system and also, which simplifications can be introduced
without a loss of the fit or the parameter identifiability. The
chemical analysis may also reveal, if the concentrations of
some reaction components are so low that they can be dis-
carded from the reaction matrix.

The model is validated by comparing the simulated re-
sults with the results of independent experiments preferably
carried out under industrial conditions. The whole experi-
mental design process is iterative.

3.2. Experimental equipment in the development of fine
chemical reactions

Typical laboratory (0.05–1 l) and bench-scale (1–2 l) re-
actors, equipped with PC-based data acquisition and control
systems, are used in the kinetic measurements of fine chem-
ical reactions (Fig. 3). The reactors are usually operated
batch or semibatchwise. The normal procedure to monitor
the extent of the reaction is to take samples of the reaction
mixture and to analyse them off-line using high pressure liq-
uid chromatography (HPLC) and gas chromatography (GC).
The problem is the instability of the samples (unless ther-
mally or chemically passivated) and the time for analysis,
which limits the number of data points for modelling pur-
poses. Modern in situ UV, NIR, FTIR or Raman probes cou-
pled to spectrometers and data acquisition systems enabling
continuous monitoring of the spectral information from the
reaction mixture, are the future trend in experimental reac-
tion engineering.

4. Numerical methods and parameter estimation
procedure

The previously presented (Chapter 2) mechanistic math-
ematical models for dynamic processes occurring in fine

chemical manufacturing can be presented in the form of or-
dinary differential equations (ODE):

dy

dt
= f (y, t) (9)

with the initial conditionsy = y0 at t = t0 where t is
typically reaction time andy represents concentrations of
chemical species. In case of flow and axial dispersion spa-
tial coordinates appear. The system of parabolic partial,
differential equations (PDEs) is converted to ODEs by dis-
cretising the spatial coordinates. This can be done by several
methods, e.g. with finite differences or with approximation
functions, such as orthogonal collocation. The ODE sys-
tems derived from chemical kinetics are in many cases stiff
because the highly different rates of the reactions, some
are slow and others are very rapid, approaching the equilib-
rium. Furthermore, discretisation of the spatial coordinate
increases the stiffness of the system. Numerical problems
may appear in solving these stiff ODEs. Software tools such
as the MODEST software[3] can be used in solving the
ODEs. This software applies backward difference method
for stiff systems implemented in ODESSA, which is based
on the LSODE software[4] The recently developed soft-
ware of Buzzi-Ferraris and Manca[5] has shown to be very
efficient for stiff systems, particularly in the simulation of
concentration profiles inside catalyst particles[6].

The objective function to be minimised in the estimation
of kinetic parameters can be written as

Q(p) =
∑
i

(yi − ŷi )
Tωi(yi − ŷi ) (10)

wherep is the vector of adjustable parameters,yi the vec-
tor of experimental values and̂yi the vector of model pre-
dictions atith sample point andωi the diagonal matrix of
weights for the experimental values at the same sampling
point. The objective function can be minimised with the
Levenberg–Marquardt method[7], which is effective in find-
ing a sharp optimum, but requires initial values close enough
to the optimum. A more robust simplex algorithm can be
used to find an approximate optimum quickly, when only
poor initial values are available.

Complex kinetic and reactor models involve many adjust-
able parameters, some of which may be heavily correlated.
These correlated parameters cannot be simultaneously
estimated independently and this may lead to physico-
chemically unrealistic parameter values for the model, even
though the fit of the model to data is excellent. In these cases
one has to re-parameterise the model or to merge mutually
correlated parameters to a single apparent parameter that
can be estimated independently or to fix the values of some
of the parameters to physico-chemically reasonable values
and estimate the remaining ones. A stagewise strategy is
recommendable, i.e. to estimate the parameters first for indi-
vidual data sets to obtain good initial values for parameters
and only after that fit the model to all data sets simultane-
ously. Two criteria can be used to evaluate the quality of the
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model and discriminate between different model candidates:
goodness of fit, i.e. the degree of explanation is defined by
(R2-value) and the identifiability of the parameters.

R2 = 1 −
∑

i (ŷi − yi)
2∑

i (yi − ȳi )2
(11)

whereȳi is the average value of the concentration or molar
amount of component (i).

The standard deviations of the parameters and the cor-
relation matrix of binary parameters are used a priori to

Fig. 4. Practical procedures for parameter estimation with interactive experimental design and experimental data generation developed.

give information of the identifiabilities of the parameters.
The sensitivities of individual parameters can be studied
by plotting the objective function (Q) as a function of
the parameter value. The mutual correlation of parameters
can be studied with the method of maximum likelihood.
Two-dimensional contour plots can be used to demonstrate,
whether two parameters were correlated or not[8]. The pro-
cedure for parameter estimation with interactive experimen-
tal design and experimental data generation is summarised
in Fig. 4.
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5. Case studies

5.1. Case 1: Reductive N-alkylation of an aromatic amine,
a homogeneous–heterogeneously catalysed reaction

ReductiveN-alkylation of an aromatic amine is presented
here as an example of a complex reaction system involv-
ing homogeneous reactions and a heterogeneously catalysed
double bond reduction and/or hydrogenolysis[9,10].

5.1.1. Derivation of kinetic equations
The reaction proceeds in three steps. In the first step, the

amino group reacts with an aldehyde in liquid phase pro-
ducing an intermediate (M1). In the second step, the inter-
mediate (M1) decomposes to imine, Shiff’s base (M2) and
water [11]. The third step is the heterogeneously catalysed
hydrogenation of the double bond of the imine giving sec-
ondary amine (B)[12]. In principle, (B) can also be formed
directly from carbinolamine (M1) by hydrogenolysis[13]
(Scheme 1).

The initiating homogeneous steps can be written

A + R′CHO ⇔ I1 (I)

I1 ⇔ I2 + H2O (II)

Presuming that the reaction with the aldehyde is slow and as
such rate determining compared to rapid water elimination,
the following kinetic equation can be written for the homo-
geneous liquid phase reactions applying quasi-equilibrium
to the rapid step:

r1 = k1

(
cAcR′CHO − cI2cH2O

K1K2

)
(12)

whereK1K2 = cI2cH2O/cAcR′CHO.

Scheme 1. Reaction scheme for the reductive alkylation of aromatic amines.

For the surface reaction that takes place on the Pt cat-
alyst, assuming dissociative hydrogen adsorption, con-
secutive hydrogen addition and product desorption, the
following mechanism can be expressed to describe the
reactions:

where I2 can be M2, M4, N2, N4, O2, O4 or O6.
We obtain a rate equation for the surface reaction:

r3 = k′
3cI2CH2(

1 + KI2cI2 +√
KHcH2 +∑

Kjcj
)3 (13)

wherek′
3 = k3KI2KH.

The rate of formation or consumption of a componenti
is the sum of the homogeneous non-catalytic reaction and
heterogeneous catalytic reaction:

ri =
∑

rj,non-cat +
(∑

rj

)
ηeρBcM (14)

whereηe is the effectiveness factor for the catalyst particle
(0 ≤ ηe ≤ 1), ρB the bulk density of the catalyst andcM the
concentration of the active metal in the catalyst.

In this particular complex case, the system is simplified
by assuming that the catalyst particles are small enough and
the metal crystallites are situated at the surface of the cata-
lyst particles or at the mouth of the macropores of the parti-
cles being easily accessible, which implies that the diffusion
resistances are negligible. The effectiveness factorηe equals
1 and can be omitted from the component formation and
consumption equations. The generation rates of chemical
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Fig. 5. Fit of the kinetic model for reductiveN-alkylation of aromatic
amine with aldehyde.

species are summarised below:

rA = −R1 − R9 (15)

rB = −R5 − R10 + R3ρBcM (16)

rC = −R11 + R7ρBcM (17)

rD = −R2 + R12ρBcM (18)

rE = −R6 + (R4 + R13)ρBcM (19)

rF = (R8 + R14)ρBcM (20)

rM2 = R1 − R3ρBcM (21)

rM4 = R5 − R7ρBcM (22)

rN2 = R2 − R4ρBcM (23)

rN4 = R6 − R8ρBcM (24)

rO2 = R9 − R12ρBcM (25)

rO4 = R10 − R13ρBcM (26)

rO6 = R11 − R14ρBcM (27)

The reaction scheme was further simplified and the num-
ber of rate equations was reduced based on the experimental
finding that the ring alkylation reactions are minor and so
those reactions could be omitted in the final kinetic treat-
ment. An example of the fit of the kinetic model for a batch
reactor is presented inFig. 5.

5.2. Case 2: Kinetics and mass transfer of organic liquid
phase reactions in the presence of a sparingly soluble
solid phase

Claisen condensation is presented here as an example of
an organic liquid phase reaction, which takes place in the
presence of a reactive, but sparingly soluble solid compound,
in this case a methoxide[14].

5.2.1. Reaction mechanism and rate equations
Based on a simplified treatment of the reaction path-

way, the elementary steps leading to the formation of the
final product (D) and methanol (E) can be compressed to
(Scheme 2)

where A, B, C, D and E are analytically detectable com-
pounds while A1 (carbanion), A2 and A3 are reaction in-
termediates. The quasi-steady-state hypothesis implies that
the generation rates intermediates are approximated to zero
[1,2]. Applying the quasi-steady-state hypothesis on the re-
active intermediates (A1, A2 and A3) gives the generation
rates for the compounds:rA1 = r1−r2 = 0, rA2 = r2−r3 =
0, rA3 = r3 − r4 = 0, wherer1, . . . , r4 denote the rates of
steps (1)–(4). These conditions imply that the overall rate is
equal tor = r1 = r2 = r3 = r4. By eliminating the con-
centrations of the intermediates, an analytical expression is
obtained for the reaction rate:

r = k

(
cAcBcC − c2

EcD

K

)

×
(
k2k3k4cC +

(
k2k3

K2K3
+ k2k4

K2
+ k3k4)

)
k1cE

K1

)−1

(28)

wherek = ∏4
j=1kj andK = ∏4

j=1Kj . The rate equation
(28) can be written in a more general form by introducing
merged parametersK′ andK′′:

r = k

(
cAcBcC − c2

EcD

K

)
(K ′cC + K ′′cE)

−1 (29)

Claisen condensation can in practice be regarded as an irre-
versible process, i.e.K is large.

For the side reactions, a simplified kinetic treatment was
applied. The consumption velocity of C and B in these re-
actions is expressed by[14]:

rS2S3= kS2S3cCcB (30)

5.2.2. Reactor model

5.2.2.1. Mass balance equations for liquid phase compo-
nents. The rate equations are coupled to the mass balances
of the compounds in the reactor. The mass balance of an ar-
bitrary compound (i) in a semibatch reactor model can be
defined as (see Chapter 2)

dni
dt

= ṅ0i + NiA + riV (31)
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Scheme 2. The reaction scheme of Claisen condensation.

The generation rates of chemical species are summarised
below:

rA = −r (32)

rB = −r − rS2S3 (33)

rC = −r − rS2S3 (34)

rD = +r (35)

rE = +2r + αrS2S3, α = (0, . . . ,1) (36)

As the density change due to reactions is negligible, the
liquid phase volume is updated with the formula

V = V0 +
∫ t

0
V̇0 dt, t ≤ tf (37)

5.2.2.2. Modelling solid compound consumption.In this
particular case, the compound (A) is fed into the reactor and
one of the compounds (B, in this case sodium methoxide)
exists predominantly in the solid phase due to its limited
solubility. The mass transfer of B is rapid, i.e. the film dif-
fusion resistance is negligible,cB can be directly replaced
with c∗

B in the rate expression[14].
For a particle with arbitrary geometry can be written:

aya−1 dy

dt
= MB

m0B
rBV, y = r ′

R
(38)

The shape factora is defined asa/R = A0p/V0p. For the
actual case, the shape factor was obtained from[14].

a = 2(1 + 2R/L)

1 + 4/3R/L
(39)

Fig. 6. Comparison of experimental data and model simulation of Claisen
condensation for data set 12 (75◦C, A: 2.5, B: 1.4). Symbols: A (�), C
(�), D (�), E (�), S21 (�).
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Fig. 7. The simulated dimensionless radius (r′/R) of the methoxide par-
ticles (shape factora = 2.5).

5.2.2.3. Kinetic modelling results.For modelling pur-
poses,Eq. (29)was further simplified to improve the iden-
tifiability of the parameters in the estimation. The kinetic
equation (40) was applied in the model for the main reaction
scheme,

r = k1cAcBcC

cC + K ′′′cE
(40)

As an example of the model fit to the experimentally mea-
sured concentrations is presented inFig. 6. An example of
the simulated dimensionless radius (r′/R) of the methoxide
particles with the average shape factor of 2.5 is presented
in Fig. 7.

6. Conclusions

This paper deals with the methodologies in the develop-
ment of dynamic mechanistic kinetic and multiphase reac-
tor models for batch and semibacth reactors for processes
which take place in the manufacturing of fine chemicals. In
addition, the practical methods for generating experimental
data for the modelling purposes and the tasks required in
the estimation of parameters for the models were covered.
These methodologies are an essential part of the process
development workflow concept and improve the utilisation
of models as tools during the process development cycle en-
abling a shorter development time and a higher performance
of the new processes.

One of the objectives in process development in the field
of fine chemicals is to provide an integrated dynamic mod-
elling, simulation and optimisation platform that covers the
whole process development workflow and allows different
levels of complexity to be included in modular form into
the overall process model as the work proceeds and more
information is obtained. Internet and Intranet will be an
attractive way to operate these tools and to communicate
and transfer information during the lifecycle of the process
[15].
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